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Dynamics of the ramp discharge is studied via kinetic PIC/MC simulations. It is shown that
pdp cell is fundamentally ”small” system and fluctuations of the number of charged particles in
the discharge gap strongly influence the dynamics of the ramp discharge and may even lead to
its disruption. Common view of ramps based on multi-cell or time averaged measurements, and
corresponding fluid theoretical descriptions are inadequate. The role of exoemission as a possible
stabilizer of the discharge is clarified.
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I. INTRODUCTION

Ramp discharge [1] is currently widely used in plasma
displays during the display setup period, when all cells
independently of their initial wall charges are set to a
specific state, convenient for addressing. The basic idea
behind the ramp is shown in Figure 1. When one slowly
increases the voltage across a cell’s gap from a low value,
there is no discharge activity in the cell until the gap
voltage reaches the breakdown voltage Vb for that par-
ticular cell. As soon as the gap voltage exceeds Vb, the
cell becomes active and the voltage across the gap stays
constant, and equal to Vb. As the ramp voltage Vappl

progresses, every cell will eventually discharge with their
respective Vb values appropriate for each individual cell.
If after a while, as shown in Fig. 1 one starts to ramp the
voltage down, then discharge stops and starts again when
the voltage across the gap reaches the value Vb, but in
the opposite direction. As it was during the ramping up,
the voltage across the gap stays equal to Vb. If at some
point (t = 1100µs in the Fig. 1), one stops the ramp and
raises the applied voltage by, say 20V , then every cell
is left 20V below the breakdown voltage independently
of the value of the breakdown voltage of that particular
cell, and of the initial wall voltage (VW ) at t = 0. Such
exact setting of the wall voltage during the setup is very
valuable, because it allows one to use relatively low volt-
ages for the selective addressing operation since no excess
voltage is needed to cover any possible uncertainty in wall
voltages.

Later we developed a theory of the ramp discharge
[2], based on the hydrodynamic approximation, which is
supported by numerous experiments and simulations [3–
7]. This theory (see Appendix) shows that in most cases
voltage across the gap oscillates around the breakdown
voltage, rather than stays constant. The stationary con-
ditions in the ramp discharge (voltage, current, electron
and ion densities) are achieved as a result of the balance
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FIG. 1: The applied voltage Vappl and wall voltages VW for
three different initial wall voltages during the setup period.
There is no discharge activity in the cell until the gap voltage
reaches the breakdown voltage Vb for that particular cell. As
soon as the gap voltage exceeds Vb, the cell becomes active
and the voltage across the gap stays constant, and equal to
±Vb.

between ion losses to the cathode and their production
in the avalanches started by secondary electrons. This
balance is described by the Townsend condition:

γ(eαL − 1) = 1. (1)

Here γ is the secondary electron emission coefficient,
describing the number of electrons (avalanches) that
start from the cathode per incident ion, α - is the first
Townsend coefficient, L is the gap length and the fac-
tor (eαL − 1) describes the number of ions produced in
the avalanche initiated by one secondary electron. Thus,
the production γ(eαL− 1) shows the number of ions pro-
duced in the gap per one ion lost at the cathode. If this
production is equal to one (as in Eq. (1)), then every
ion lost at the cathode is replaced by exactly one ion
produced in the gap, and their density stays constant.
Electric field (voltage) is included in Eq. (1) through the
first Townsend coefficient (α), which grows with electric
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FIG. 2: Typical behavior of the ion number in a cell during
the ramp with good initial conditions (3D Fluid simulations).
The dashed line shows the number of ions related to a steady
current, without oscillations.

field.
Oscillations of the ion density and current during the

ramp appear when initial ion density is lower, or higher
than the one required to sustain the current CdVappl/dt,
where C is the capacitance of the dielectric, when the
voltage across the gap is equal to Vb. Let’s say the ion
density at this moment is low, then when the voltage
across the gap (during the ramp) exceeds the breakdown
voltage, the left side of the Eq. (1) is larger than 1, and
the ion density grows - discharge strengthens. The wall
charge, deposited on the electrodes in the result of this
discharge, is large enough to put the resulting voltage
across the gap below the breakdown value. From this
moment the discharge weakens, until the voltage across
the gap rises again above the breakdown one (due to the
ramp), then the next discharge starts, and so on. The
better initial conditions in the gap, the closer they to the
ideal ones (those that produce stationary current without
oscillations), the smaller oscillations of the current, ion
density, and the voltage across the gap. Too high, or too
low initial density causes large oscillations. Based on this
theory, if initial conditions are good, and the ramp rate
is not too high, then the ramp will be stable.

In a real cell with three or more electrodes, a single
breakdown voltage has to be replaced by a set of volt-
ages (the VT-curve [8, 9]), oscillations have a more com-
plicated structure, and may decay, as in Figure 2, even
when they are not decaying in the 1D model, but their
mechanism is still the same as we described above.

In this paper we point to a new feature, specific for
plasma display panels (PDPs). Due to a small size of a
PDP cell (∼ 10−5cm3) the number of charged particles
participating in the ramp discharge in any individual cell
is relatively small - some tens of thousands of particles.
This causes emerging of new kind of effects - statistical
ones, which fluid approximation, and even kinetic Boltz-
mann approach completely ignore. On the other hand,
because of a small number of particles these effects can be
very efficiently investigated using Monte-Carlo approach.

As it turned out, they are indeed very important, espe-
cially for low ramp rates, and mixtures with high con-
centration of Xe. We discovered that for conditions of
the ramp discharge in a PDP cell statistical fluctuations
of the number of ions in the gap Ni (and current) are
very large, they lead to instability of the ramp discharge,
and eventually to complete loss of charged particles from
the discharge gap. Opposite to a large size discharge,
where the number of ions in the gap can easily be of the
order of 108 − 1010, the initial density of charged parti-
cles plays much less important role in a microdischarge,
but the role of independent sources, like exoemission, in
stabilizing discharge increases very much.

The statistical instability behaves not like a regular
instability, where a small initial fluctuation grows expo-
nentially with time. Instead, every fluctuation here does
not grow, but changes the discharge conditions leading
to oscillations of the current, and ion density. The se-
ries of uncorrelated fluctuations leads to large oscilla-
tions, and ultimately to complete extinguishing of the
discharge. The time for such disruption depends on the
average current, initial conditions and a specific sequence
of random collisions - discharge may die right away, or
after many oscillations.

The plan of this paper is as following. In Section II we
present the results of 3D kinetic (PIC/MC) simulations
of the ramp discharge in a PDP cell and in a special test
cell, and analyze them. In Section III we show that
exoemission may stabilize the discharge. Finally, in the
Section IV we make summation remarks.

II. 3D MONTE-CARLO SIMULATIONS OF
THE RAMP

As we mentioned above, fluid approximation is appli-
cable when the number of particles is very large, and
statistical fluctuations are negligibly small. On the other
hand, when the effective secondary emission coefficient γ
is small, the average number of ions in the cell during the
ramp discharge is about

〈Ni〉 ≈ (τi/2e)CdVappl/dt, (2)

where τi is the ion transit time across the gap. For
typical parameters of the PDP cell (C ∼ 0.02pF , and
τi ∼ 100ns) it gives 〈Ni〉 ∼ 10000 − 40000. During
the ramp oscillations (as in Fig. 2), Ni can become even
lower, and fluctuations may become very important. In
this case one can only use a Monte-Carlo approach - the
only kinetic approach which properly takes into account
the statistical nature of the processes responsible for pro-
duction of charged particles in the gap (secondary elec-
tron emission and ionization).

As one can see from the Fig. 3, which shows the total
number of ions in the same PDP cell driven with the same
ramp rate obtained in 3D fluid and 3D PIC/Monte-Carlo
simulations, fluctuations indeed change the discharge be-
havior dramatically. Both ramps started at t = 0 with
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the same wall charge distribution obtained in 3D fluid
simulation of the sustain discharge, the same number of
ions in the gap and the same (close to the breakdown)
voltage. Initial particle distribution in the kinetic simula-
tion was close to that in the fluid one. While amplitude of
the oscillations in the kinetic simulation in the beginning
of the ramp is smaller than that in the fluid one, the
kinetic simulations show emerging of large oscillations
of the number of ions in the cell and even disruption of
the discharge, in contrast to fluid simulation, which show
regular, slow decaying oscillations (some increase of the
oscillations around t = 45µs is caused by the initiation
of the second discharge between sustain and data elec-
trodes).
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FIG. 3: Total number of ions calculated for identical ramps
in identical cells. While fluid simulations (dashed line) show
regular decay of oscillations, kinetic simulations (solid line)
show irregular behavior, caused by fluctuations, and finally
discharge died at 40mks. The increase of the current in fluid
simulation is caused by initiation of the second discharge.

To separate statistical effects from the geometrical
ones, we start our analysis with a 1D ramp investiga-
tion, where the electric field has only one component, but
particles can move in all directions. For this reason we
consider discharge in the test cell with reflective sidewalls
parallel to the electric field. The transverse dimensions
of the cell are 100µm × 100µm, the gap (90 − 100)µm
and the capacitance of the dielectric covering electrodes
varies in the range of 0.016−0.064pF . We start all ramps
at t = 0 with the voltage equal (or close) to the break-
down voltage, placing in the gap the number of ions close
to the one given by Eq.(2)(and appropriate number of
electrons), and distributed in a way that would produce
stationary discharge according to the fluid theory. One
should note, though, that because of a small ion tran-
sit time compared to the period of oscillations (see Ap-
pendix), any other initial profile would result in a some
noise lasting for just a few ion transit times, but will not
lead to large, long period oscillations. In the absence of
fluctuations the initial conditions we have chosen would
result in small weakly decaying oscillations, so one can
assume that any difference in the discharge behavior is
caused by fluctuations.
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FIG. 4: Ramp discharge starts with ”ideal” initial conditions.
Ramp rate is 4.2V/µs, dielectric capacitance is 1.6pF . Fluc-
tuations are responsible for initial deviation from the ideal
conditions in the gap, and for the successive variations of the
amplitude of the oscillations. If at any moment Monte-Carlo
simulations were replaced by fluid simulations, they would
show a steady, slow decaying oscillations from that moment
on.
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FIG. 5: Total number of ions Ni in the gap during the ramp
discharges started with voltages close to Vb, and initial num-
ber of particles close to the one given by Eq. (2) (≈ 18000).
Oscillations of Ni show large fluctuations around minimums
and eventually complete loss of particles.

Figure 4 shows the number of ions in the gap in the
ramp discharge started at almost ideal initial conditions
(V = Vb, Ni = 〈Ni〉, V - voltage across the gap). One
can see that there is no regularity in the variation of
the amplitude of oscillations. It increases or decreases,
depending on the sequence and the magnitude of fluctu-
ations rather than on macroscopic discharge conditions.
At some point (t ≈ 20µs) oscillations disappear and then
reappear until large oscillation occurs and discharge ends,
at t ≈ 54µs. Opposite to the fluid theory, which predicts
constant number of ions for such initial conditions, not
only oscillations have appeared, but the number of ions
in the gap oscillated until they completely disappeared.

Fig. 5 shows three ramp discharges - all started around
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FIG. 6: Three ramp discharges start with identical macro-
scopic initial conditions - same as in discharge shown in
the Fig. 4. They only have different sequences of random
numbers, generated by the same random numbers generator.
These random numbers control the specific order of micro-
scopic events - secondary electron emission and collisions.

the breakdown voltage with the same number of injected
particles. All of these discharges demonstrate irregular
fluctuations of the amplitude of the oscillations and fi-
nally the complete disruption of the discharge. One can
see that the discharge ”lifetime” - changes dramatically
with initial voltage. One should remember though, that
it is incorrect to speak of a certain discharge ”lifetime” in
the presence of large fluctuations. Discharge could easily
die near any of the minimums of the ions density.

Single simulation can only show how ONE cell will be-
have in ONE ramp. The other (identical) cell or the same
cell in a different ramp may behave quite differently. Dis-
charge may be much longer or shorter, with smaller or
larger oscillations. But the fact is: large oscillations will
necessarily appear, and sooner or later discharge dies.
Figure 6 shows three ”would be” identical discharges (one
is the same as in the Fig.4), the only difference between
which is the different sequences of random events, con-
trolled by the ”seed” number of the random number gen-
erator. These sequences describe actual random events
like secondary emission or ionization processes. For ex-
ample, for the fluid consideration the secondary emission
coefficient γ = 0.01 means that electron flux from the
cathode is at all times a hundred times smaller than the
ion flux to it, independently on how many actual ions
arrive to it. In the Monte-Carlo consideration (as in real
life), when ion arrives to the surface, it does not produce
0.01 electron. This coefficient γ describes only the prob-
ability of the electron emission. Actual electron may be
emitted after first, twenty first or two hundredth ion ar-
riving to that surface. Similar probability consideration
applies to the excitation and ionization events.

The comprehensive theory showing how seemingly
small fluctuations can lead to such a dramatic effect as
a discharge disruption, is beyond the scope of this pa-

per and will be published later. Here we explain this
effect qualitatively. We will show first that for the typ-
ical conditions of a PDP ramp discharge these fluctua-
tions are not small at all. Since particles practically do
not affect the electric field in the gap, and the charac-
teristic time of the macroscopic changes is large com-
pared to the ion transit time [10] one can analyze fluc-
tuations (and the dynamics of the discharge) in terms of
the number of particles in subsequent generations. Ide-
ally, the number of ions in the gap stays constant, equal
to 〈Ni〉, Eq. (2), which is provided by the balance be-
tween secondary emission (γ) and amplification in the
avalanche (∼ exp (αL) ∼ 1/γ). In reality both processes
have statistical nature, which means that the number of
secondary electrons emitted from the surface is not ex-
actly γNi, but has fluctuations with dispersion of the
order of

√
γNi (when Ni is large). After the avalanche

with amplification factor ∼ 1/γ, the number of ions in
the gap differs from the original one by δNi ∼

√
Ni/γ.

The second statistical process is the multiplication in
the electron avalanche. Simulations show that fluctua-
tions due to this process have the same order of mag-
nitude δNi ∼ (1/2) exp (αL)

√
γNi ∼

√
Ni/γ. This re-

sult explains why the role of fluctuations is so signifi-
cant - the relative fluctuations δNi/Ni ∼ 1/

√
γNi are

small only when Niγ À 1, which is much more restric-
tive than Ni À 1, and δNi/Ni can easily be about 0.1-
1 in the minimums of the current oscillations, if γ is
small enough. For example, for the typical ramp rate
of 3V/µs, one requires about Ni ∼ 20000 ions in the gap
to sustain the current in the ”test” cell. With effective
secondary emission coefficient γ of 0.5 the deviation of
ions in the gap from one generation to another is about
δNi ∼ (Ni/γ)1/2 ∼ 200, which is about 1% of the total
number of ions. On the other hand, for more realistic
γ ∼ 0.005, δNi ∼ 2000, or 10%. In deep minimums rela-
tive fluctuations are even larger. The dependence of the
amplitude of fluctuations on γ is illustrated in Fig. 7,
which shows two discharges in the 93%Ne + 7%Xe mix-
tures, where two different values for the xenon secondary
emission coefficient has been used. Oscillations are being
observed in both of these cases, but in the case of large
γ they seemed to be bound within some limits. Since ef-
fective γ depends on the gas mixture, one should expect
larger fluctuations in mixtures with larger xenon compo-
nent, where effective γ is very small. The above consid-
eration shows that PDP ramp discharge may have large
statistical fluctuations even when the number of particles
participated in it is large (tens of thousands), especially
when mixtures with large xenon component are used.

Obviously, when the number of ions in the gap becomes
small ((Niγ)1/2 ∼ 1), and relative fluctuations (δNi/Ni)
increase, then just a few fluctuations may end the dis-
charge, and in many cases this is exactly what happens.
In other cases fluctuations cancel each other or lead to
an increase of the number of particles, so that the dis-
charge recovers (current rises), but near every minimum
the probability of the discharge to end grows up again,
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FIG. 7: Both discharges start with ”ideal” initial conditions,
and have 〈Ni〉 ≈ 20000. Discharge with small γXe demon-
strate much larger fluctuation, and oscillations. In both cases
the vacuum value of γNe is 0.64.

and in one of them it dies.
The initial oscillations of the current come either from

initial conditions, or again from the fluctuations, which
easily take the system far off the balance (Eq.(1)) since
the ”feedback” at this point (V = Vb) is weak. As oscilla-
tions become larger, fluctuations with larger magnitude
occur, and they may take the system even further off
the balance. This makes the ramp discharge unstable to-
ward disruption. As we already mentioned before, unlike
a regular instability, where any initial perturbation only
grows, here fluctuations do not grow, but the high prob-
ability for a sequence of fluctuations to end the discharge
makes it unsustainable.

The described mechanism of the ramp instability is
quite powerful and works even if the number of particles
〈Ni〉 is large or the effective secondary electron emission
coefficient γ is not very small. Although discharge life-
time may become quite long, for the ramp setup to work,
it is necessary that discharges in each of millions of cells
of the panel during each of millions of reset ramps were
stable and not disrupted, otherwise some cells will be
misaddressed.

III. STABILIZING THE RAMP. EXOEMISSION

As we have shown in the previous Section, the PDP
ramp discharge is not sustainable. When no charged par-
ticles are left in the cell, the only way to restart discharge
again and to continue the ramp is through additional in-
dependent source of electrons, or ions. The most im-
portant of such external sources is electron exoemission
[11–14], because it decays much slower than others, and
thus is the only one that can again initiate the discharge.
Indeed, those cells that were not lit during the subfield
preceding the ramp, were losing both charged and excited
particles for at least 1ms - particles one needs to start

the discharge, when the ramp voltage is applied. For
the neon and xenon mixture the slowest decaying species
are xenon metastables (Xe∗(3P2)), since they are not af-
fected by electric field, and do not radiate. However, due
to collisions with the background gas metastables can
form an excited xenon molecule, Xe∗2, which quickly ra-
diates. The decay of the number of metastables is thus
controlled by the conversion rate of Xe∗(3P2) to Xe∗2(

3Σ)
in the reaction Xe∗(3P2) + Xe + M → Xe∗2(

3Σ) + M ,
where Xe denotes the xenon atom and M can be either
xenon or neon atom of the background gas. The rate of
this reaction (in s−1) is about 1/τconv ∼ 15p2ξ(1+3.6ξ),
where p is the gas pressure in Torr, and ξ is the ratio of
xenon partial pressure to the total pressure (ξ = pXe/p).
For typical gas pressure of about 500Torr, and ξ ∼ 0.05,
the conversion time τconv is only about 4.5µs, and is even
smaller for the mixtures with larger xenon component.
So if the peak number of metastables in a cell during
sustain period is even about Nm ∼ 109 − 1010, then it
will take only about τconv ln Nm ∼ (90− 100)µs for all of
them to completely disappear.

So, the only source of electrons in the cell that can
work for a long time (much longer than 1ms) is electron
exoemission [11–14] from MgO surface, excited by elec-
trons, ions and photons during sustain period. Every two
sustain pulses about 108 electrons and ions strike MgO
surface just above sustain electrodes, filling the energy
levels in the forbidden zone, and making holes in the
valence band. As electrons and holes recombine in the
process of MgO relaxation, the released energy may be
absorbed by another electron trapped in the forbidden
zone, which may be ejected from the surface. The exoe-
mission rate depends on the number and distribution of
energy levels in the forbidden zone, the number of elec-
trons in the forbidden and conductive bands and holes in
the valence band, temperature, etc., which should be a
subject of a separate investigation. In this paper we will
simply use the fact that this process exists and investi-
gate its effect on the ramp. It is imitated by a random
emission of electrons (with specified average rate) from a
random position on the cathode surface.

While in all our simulations described in the previous
section, we have used ”good” initial conditions, when one
could expect that fluctuations are small at least in the
beginning of the discharge, for the real panel conditions
one should expect only a few (if any) electrons or ions
in the gap, and since the point of this Section is to show
the possible stabilization of the ramp, we start all sim-
ulations assuming that there are no charged particles in
the volume (at t = 0).

Obviously, if exoemission is weak, then discharge may
actually die, then start again, then die, etc. (see Fig. 8a).
In this case discharge may have very large peaks, and the
voltage across the gap before and after peak may differ
by 10 − 20V . Finally, if exoemission is strong, then the
ramp is stable. One should remember though, that if
exoemission is too high, then the voltage across the gap
is stabilized at the level below the breakdown, and that
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FIG. 8: 1D Monte-Carlo simulations of the exoemission in
the ”test” cell. We choose 93%Ne + 7%Xe mixture and for
comparison with previous results. Low exoemission rate re-
sults in many separate, not sustainable discharges, some of
which are very strong. With increasing the exoemission rate,
oscillations of the ion density decrease, and discharge becomes
stable. Initially, no charged particles are assumed in the gap.

after the ramp exoemission continue to ”work”, so one
has to take special measures to save the wall charge.

The plots of the ion density during the ramps in the
1D test cell and in the 3D pdp cell - the same that we
have used in the simulations shown in the Fig. 3, but
in the presence of the exoemission from the cathode are
shown in the Figs. 8- 9. We started every simulation with
no charged particles in the volume, and chose the ramp
rate of 3V/µs. We used mixture of 93%Ne + 7%Xe for
the test cell and 86%Ne + 14%Xe for the pdp cell, and
assumed that γXe = 0.001 - the case that would certainly
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FIG. 9: 3D Monte-Carlo kinetic simulation of the ramp in
the pdp cell with 86%Ne + 14%Xe mixture. Low exoemis-
sion results in a separate peaks. Higher exoemission provides
stability, although some noise is present.

be unstable without exoemission. The initial voltage was
chosen slightly below the breakdown voltage, so until the
voltage across the gap exceeded Vb the number of ions in
the gap stayed too low to be seen in some of these figures.

For dimensions of the pdp cell we have used the fol-
lowing:

Cell Pitch - 675µ,
Plate Gap (gap between dielectrics of the front and

back plates)- 80µ,
Sustain Gap (gap between sustain electrodes) - 100µ,
Sustain electrode width - 90µ,
Data (address) electrode width - 80µ,
Dielectric thickness (front) - 25µ,
Dielectric and phosphor thickness (back) - 25µ,
Barrier rib pitch - 220µ,
Barrier rib thickness - 40µ,
Thickness of the phosphor layer - 10µ.
Our choice of γXe is quite arbitrary, as it is not really

known. Obviously, if we used larger γXe, the required ex-
oemission rate would be reduced. In both cells (test and
pdp) the exoemission rate of 5 electrons per microsecond
(5e/µs) from the cathode surface is not enough - oscil-
lations are too large, but 100e/µs was good enough to
stabilize the discharge (Figs. 8-9).

Simulations of longer ramps in different pdp cells and
with different mixtures produce similar results. Higher
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ramp rates result in more stable discharges, with a lower
noise level.

IV. SUMMARY

It is generally assumed that individual cells are large
enough, so that statistical effects are negligible, and it
doesn’t matter whether you investigate one or a hun-
dred cells. Based on this view, investigators measure
total current (light) from many cells [3], or considered
data, accumulated over time. Interesting, that the ori-
gin of a very large noise of the IR signal, recorded from
about 10000 cells [3], which should not be there if all
cells worked according to a fluid theory, was never ana-
lyzed. Our investigation have shown that statistical ef-
fects in a single cell are ”large” and that the multi-
cell (or time-averaged) investigations of ramps are fun-
damentally inadequate, as they may show smooth stable
current, masking effect that some of the cells may be un-
stable. In a way, averaged approach hides microscopic
problems. While the fluid approximation (equivalence of
the averaged approach) still being very good for investi-
gating a discharge far from the breakdown, when one of
the processes (production or losses of particles) strongly
dominate the other one, it is never good for investigat-
ing a stationary ramp discharge (especially in a single
cell), where the losses of the particles are compensated
by the ionization in the avalanche from the secondary
electrons. For the stationary ramp to exist, the delicate
balance between amplification in the avalanche and the
secondary emission should be provided. In reality, both
secondary emission and particle amplification in the elec-
tron avalanche have statistical nature, and the statistical
noise (which can be very large, especially when the sec-
ondary emission coefficient is small) will always bring the
ramp off the balance, and finally discharge will die.

This conclusion contradicts to a common view that as
long as the priming is good in the beginning of the ramp
(i.e. the initial conditions are close to the ”ideal” ones)
it can be sustained and the oscillations of the ramp are
initiated by the bad priming. Secondary sources, like ex-
oemission were never considered to be important after
the ramp started. As we have shown above, one should
have a very significant secondary source during the whole
length of the ramp in order to stabilize the ramp in mix-
tures with large xenon component. On the other hand
the strong exoemission may be a problem when the OFF
cell is being sustained - its wall charge can be partially
erased, so one has to take a special care to avoid it.

We do not have any exoemission data and the sec-
ondary emission data are very unreliable. As a matter
of fact, as far as we know, nobody have measured the
secondary emission coefficient in the presence of exoemis-
sion. While exoemission itself does not affect secondary
emission coefficient, the condition of the surface required
for exoemission, may significantly increase the secondary
emission coefficient. If so, then one may observe stable

ramps, even at relatively low exoemission levels.
These results show the importance of a real time

measurements on a single cell. Since they differ so
much from the common view, the determination of the
correlation between stability of the ramp and exoemis-
sion level during and before the ramp and/or stability of
the ramp and priming (when exoemission is suppressed)
would be very important. The exoemission can be ”stim-
ulated” by using, for example, different temperatures or
external UV source that would irradiate the cathode.

V. APPENDIX

Equations describing slow (τ À τi, [10]) variations of
the current j and the voltage across the gap V during
the ramp discharge, when V stays close to Vb, and the
charged particles density in the gap is low so that they
do not effect the electric field in the gap are (see [2]):

∂j

∂t
=

κ

L
(V − Vb)j , (3)

where κ = κ(α, γ, vi, L) ≈ Lvi(∂α/∂V )|V =Vb
, α =

α(V/L) - is the first Townsend coefficient, L - the gap
length, and

∂V

∂t
= −C−1(j − jDC) , (4)

where C is the capacitance of the dielectric layers, jDC =
CdVappl/dt, and Vappl is the applied voltage. The station-
ary solution of Eqs. (3-4) is obvious:

V = Vb, j(t) = jDC . (5)

One can rewrite Eqs. (3-4) in the form of Hamilton’s
equations, for a particle of ”mass” L/κ if we choose new
variables ”momentum” P = V − Vbr, and ”coordinate”,
Q = ln(j/jDC) :

Q̇ = P/m =
κ

L
P =

∂H(P,Q)
∂P

, (6)

Ṗ = λ(1− eQ) = −∂U

∂Q
= −∂H(P, Q)

∂Q
, (7)

where

H(P, Q) = P 2/2m + U(Q), U(Q) = λ(eQ −Q) . (8)

are the Hamiltonian of the system, and the ”potential”,
and λ = dV/dt is the ramp rate.

Equations (6-7) have the integral of ”motion”, equiv-
alent to a particle energy

W = H(P, Q) = κ
(V − Vb)2

2L
+ λ(eQ −Q) = const , (9)

and since the potential (11) represents a well, the en-
ergy conservation describes periodic oscillations. Poten-
tial U(Q), has its minimum value at Q = 0, so the
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FIG. 10: Function U(Q), and phase trajectories. Two hori-
zontal lines show two different values of the energy W = W1,
W = W2, W1 > W2. The larger oscillations of a current
(higher peaks and lower deeps) correspond to the larger en-
ergy.

”particle” oscillates between points Qmin(W ) < 0, and
Qmax(W ) > 0 (see Fig. 10). The period T of current

oscillations depends on their energy W :

T =
∮

dQ√
(2κ/L)(W − U(Q))

. (10)

When oscillations are small they become harmonic ones
of a frequency ω =

√
λκ/L ∼

√
viλ(∂α/∂V )|V =Vb

.
When oscillations are large, T is determined by the linear
part of U(Q) (when the current is small), and it increases
with the amplitude of oscillations T ∼ 2

√
2WL/κ/λ ∼

2
√

2L/(κλ)
√

jmax/jDC .
Both extremes are obviously occur at P = 0 (V = Vb),

so with any priming (Q(t = 0)) oscillations smaller
if P (t = 0) = 0, or V (0) = Vb. For large current
oscillations (exp |Qmax,min| >> |Qmax,min|) we obtain
W = −λQmin = λeQmax , or

jmax = jDC ln(jDC/jmin), (11)

which shows that smaller ramp rates, and better priming
(larger jmin) result in smaller oscillations. It also shows
that even moderate current peaks are being followed by
a large current deeps.

If one takes into account dissipative processes in the
external circuit or independent of the current sources of
electrons, like exoemission or metastable-metastable col-
lisions with production of electron-ion pairs (see [2, 7]),
which result in the ”energy” W loss over the oscillation
period, then current oscillations will decay.
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